Delay Analysis for Cognitive Radio Networks with Random Access: A Fluid Queue View
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Abstract—We consider a cognitive radio network where multiple secondary users (SUs) contend for spectrum usage, using random access, over available primary user (PU) channels. Our focus is on SUs’ queueing delay performance, for which a systematic understanding is lacking. We take a fluid queue approximation approach to study the steady-state delay performance of SUs, for cases with a single PU channel and multiple PU channels. Using stochastic fluid models, we represent the queue dynamics as Poisson driven stochastic differential equations, and characterize the moments of the SUs’ queue lengths accordingly. Since in practical systems, a secondary user would have no knowledge of other users’ activities, its contention probability has to be set based on local information. With this observation, we develop adaptive algorithms to find the optimal contention probability that minimizes the mean queue lengths. Moreover, we study the impact of multiple channels and multiple interfaces, on SUs’ delay performance. As expected, the use of multiple channels and/or multiple interfaces leads to significant delay reduction.

I. INTRODUCTION

The traditional wisdom of spectrum management is top-down, in the sense that (orthogonal) frequency channels are assigned to users through licensed or designated bands and only licensed users (also called primary users, PUs) can carry out communications over the allotted channels. A recent report from FCC reveals that under this static allocation, merely 5% ∼ 15% of the spectrum is utilized on average [1]. This significant under-utilization has spurred a surge of interest in studying cognitive radio networks, such as DARPA’s NeXt Generation project and the IEEE standards 802.22 — to name a few. Simply put, cognitive radio (CR) should be frequency-agile, i.e., capable of dynamically adapting operating frequency, bandwidth, and other PHY-layer system parameters. Needless to say, the optimal design of cognitive radio networks is very challenging. One grand challenge is to discover “spectrum holes” for secondary users and distribute them efficiently and fairly, especially when the demand for available spectrum nearly outstrips the supply. In particular, a key functionality needed is the capability of sensing the spectrum and opportunistically using it without causing interference to the primary users.

Most existing works focus on either spectrum sensing or dynamic spectrum sharing. For spectrum sensing, much attention has been paid to detect spectrum holes while restricting potential interference to primary users to be minimized or under a specified level. Cooperation among secondary users is also exploited to improve detection accuracy. For dynamic spectrum sharing, much effort has been put forward on developing spectrum sharing strategies to maximize the throughput. Interesting models based on graph coloring and game theory have been proposed (see, e.g., [13], [15], [30]).

Needless to say, delay is another important QoS metric in wireless networks. We emphasize that delay performance has important engineering implications, e.g., it can be used to characterize the number of secondary users that can be supported under a given delay constraint. Unfortunately, the delay performance is an under-explored area and not well understood in general, partially due to the difficulties in analyzing it. In particular, to the best of our knowledge, little work on delay performance analysis has been done for cognitive radio networks. In this paper, we analyze delay performance in a cognitive radio network where secondary users contend for channel access using random access only when the PU channels are available.

Recent testbed measurement studies (e.g., [14]) show that the WLAN channels exhibit a semi-Markovian property when transitioning between the idle and busy states. Accordingly, we use this model to characterize the PU channel activities, i.e., the PU activity is driven by an ON-OFF process such that each primary user generates data only during the ON-periods. For secondary users, we assume that they generate data packets in each slot according to a Poisson distribution. Based on stochastic fluid queue theory, we model the system dynamics by using Poisson driven stochastic differential equations (PDSDE), and analyze the steady state queue lengths of secondary users accordingly. To facilitate tractability, we focus on the light traffic regime where the traffic intensity is low, as is often the case for delay analysis of buffered Aloha, e.g., [10], [24].

We consider the homogeneous case where the arrival rates of other users’ activities, its contention probability has to be set based on local information. With this observation, we develop adaptive algorithms to find the optimal contention probability that minimizes the mean queue lengths. Moreover, we study the impact of multiple channels and multiple interfaces, on SUs’ delay performance. As expected, the use of multiple channels and/or multiple interfaces leads to significant delay reduction.
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of using multiple PU channels. Adaptive algorithms, based on local information only, are developed to find the optimal contention probabilities that achieve the minimum mean queue lengths.

Next, we explore the gain of using two interfaces per secondary user, i.e., each secondary user is equipped with two interfaces (radios). Accordingly, each secondary user can sense two channels at a time and thus transmit on up to two channels, as long as the PU channels are available and no contention collisions occur. Our analysis and numerical examples corroborate the intuition that the usage of two interfaces can greatly improve the delay performance by decreasing the mean queue lengths of secondary users.

Perhaps the most related work to our study here is [18], which studied fluid queues with priority. We emphasize here a few major differences. First, [18] considered a single low priority flow which receives a constant service rate whenever the buffer of the high priority flows is empty. In contrast, in our study, secondary users contend for the channels using random access when primary users are inactive, and the number of backlogged secondary users is time-varying. As a result, the service rate is random. Second, random access to the PU channels gives rise to the coupling across secondary users’ queue lengths, which was not the case in [18] since only one low priority flow was considered there. Besides the work in [18], we also note that delay performance of a multi-hop wireless ad hoc network has been studied in [7], where diffusion approximation was used to characterize the average end-to-end delay. In [21], WLANs with access points connecting a fixed number of users in the presence of HTTP traffic was considered. A processor sharing queue with state-dependent service rate was used to model the system and analyze the mean session delay. In [27], queueing delay at nodes in an IEEE 802.11 MAC-based network was analyzed, where each node was modeled as a discrete time $G/G/1$ queue. Delay analysis for buffered Aloha has also been studied (see [4], [10], [24], [26], [28] and references therein). In [4] and [28], the approach named “tagged user” was adopted. Specifically, the interfering users/nodes were modeled as “independent” queues in the sense that the analysis was conducted on one particular user, named the “tagged user”, while the interference across users was incorporated into the characterization of the service time distribution of this tagged user. Another approach utilizing Markov chains with reduced state space to approximate delay analysis can be found in [10], [24] and [26]. Two Markov chains, one for the queueing dynamics at one user, and the other for the system status (i.e., the number of busy users, and/or the identities of the users (empty, busy or blocked)), were employed for characterizing the steady state distributions of the system as well as the delay. It is worth noting that the approximation worked well only for the low traffic regime, as has been pointed out in [10] and [24]. In very recent work [17], the stationary queue tail distribution of a single SU in a multi-channel CR network was analyzed using a large deviation approach, where the traffic of the SU was modeled as a constant arrival process and PU traffic as a Markov chain. For the special case with two PU channels, closed-form expressions were obtained for the tail distribution of the queue length, and upper and lower bounds were obtained for more general case.

We have a few more words on fluid models. Fluid approximation is a widely used tool for performance analysis in many fields, including communication networks and control techniques [20]. It can provide a good approximation to the original systems by converting the discrete packets into a continuous fluid and offers greater tractability in analyzing the system performance. We should note that along a different avenue, the deterministic fluid model has been developed to analyze queueing systems, where microscopic fluctuations in the original systems are replaced by their mean values (see, e.g., [11], [12]). For a given random process $G(t)$, the resulted fluid scale process, obtained by using the Functional Law of Large Numbers, is defined as $\tilde{G}(t) = G(nt)/n$, i.e., the time and space are scaled by the same factor $n$ for $n$ being large. This deterministic model leads to the application of ordinary differential equations (ODE), which is in contrast to the stochastic differential equations we shall use in our context.

The rest of the paper is organized as follows. In Section II, we introduce the system model. Fluid flow approximation and PDSDE-based analysis on the single PU channel case are given in Section III, followed by analysis on the multi-channel case in Section IV. Section V studies the delay performance when each secondary user is equipped with two interfaces. Finally, conclusions and discussions come in Section VI.

II. SYSTEM MODEL

Consider a time-slotted (with slot duration normalized to be 1) cognitive radio network with $N$ PU channels and $M$ secondary users, where secondary users contend for the channel using random access when the primary users are inactive, as illustrated in Fig. 1. This model is of interest to many practical scenarios. For example, in a sensor network equipped with cognitive radios, sensors send out measurement data of the environment sporadically and opportunistically over “empty” PU channels.

Without loss of generality, we associate one primary user with one channel (one can use a virtual primary user to represent the PU activity). The PU activity in channel $j$ can be represented as an ON-OFF process $x_j(t), j = 1, 2, \cdots, N$, i.e., the primary user is ON when $x_j(t) = 1$ (OFF when $x_j(t) = 0$) and generates data traffic at rate $r_j$. The transmission rate on each channel is normalized to be 1. We are interested in the case where $r_j > 1$ (the case with $r_j \leq 1$ is trivial since the primary users’ buffers are always empty). Let $A_{n,j}$ and $S_{n,j}$ denote the $n$th active and silent period of $x_j(t)$ respectively. As is standard, we assume that $\{A_{n,j}\}$ are i.i.d. and follow a general distribution with a Laplace-Stieltjes transform $F(x) = E[e^{-xA_{n,j}}]$ and $E[A_{n,j}] = \nu_{n,j}$, and that $\{S_{n,j}\}$ are independent from $\{A_{n,j}\}$ and follow an exponential distribution with $E[S_{n,j}] = 1/\lambda_{n,j}$. It is worth noting that since PU’s ON/OFF periods are typically much larger than the duration of one slot, we here neglect the edge
effect where collisions between PUs and SUs occur when primary users transit from OFF to ON. That is, the probability that primary users generate new data during the middle of a slot and therefore preempt the transmission of secondary users is negligible.

We assume that in each slot, each secondary user generates data packets according to a Poisson distribution with rate λ. Typically, in a cognitive radio network, primary users have strict priority over secondary users: secondary users can transmit only if the channels are unoccupied by primary users. Simply put, each secondary user with backlogged data chooses to transmit if the channels are unoccupied by primary users. Note that in practical scenarios, a secondary user would not have the knowledge of how many backlogged SUs there are, and accordingly we set the contention probability p to be oblivious of backlogged SUs.

It is worth mentioning that the second term in (1) was established using the idea of “dominant systems”, which has been used in approximating the stability region of interacting queues in random access systems (e.g., [19], [25]). In our context, the “dominant system” is a system where a secondary user continues to probe the PU channel regardless of its buffer state (empty or backlogged). Accordingly, the stability region for this system is given by λ < P[1−p]M−1. Based on [19] and [25], the original system is stable if the dominant system is stable. In other words, the stability region obtained through the dominant system serves as an inner bound to that of the original system.

The queue dynamics of secondary user i can be written as

\[ L_i(n + 1) = [L_i(n) + U_i(n) − V_i(n)]^+, \]

where \( U_i(n) \) and \( V_i(n) \) stand for the arrivals and departures to/from SU i’s queue during slot n.

To facilitate analysis, in the following, we take a macroscopic view on the queue evolution of secondary users across multiple slots and use continuous approximation to characterize the dynamics in secondary users’ activities (as illustrated in Fig. 2). Let \( \zeta_i(t) \) be the indicator random variable for the contention of secondary user i at time t (i.e., when it contends, \( \zeta_i(t) = 1 \); otherwise \( \zeta_i(t) = 0 \)). The following stochastic differential equation is thus obtained:

\[
\begin{align*}
&dL_i(t) = dN_i(t) − (1 − \mathcal{I}_H(t))\mathcal{I}(\zeta_i(t) = 1)\mathcal{I}_{L_i(t)} \\
&\quad − \sum_{k=1}^{M-1} \prod_{k \neq i} \left[ 1 − \mathcal{I}_{L_k(t)}\mathcal{I}(\zeta_k(t) = 1) \right] dt,
\end{align*}
\]

where \( \{N_i(t)\} \) are a set of Poisson counters with rate λ; and \( \mathcal{I}_f(t) \) stands for the indicator function \( 1(f(t) > 0) \).

Furthermore, it is clear that for the primary user, its dynamics can be characterized as follows:

\[
dH(t) = rx(t)dt − \mathcal{I}_H(t)dt.
\]
\[ x(t) = x(0) + \int_0^t f(x(\sigma), \sigma) d\sigma + \int_0^t g(x(\sigma), \sigma) dN_\sigma, \] (4)

where \( N_\sigma \) is a Poisson counter. For the sake of completeness, we restate the definition of the solution to the above PDSDE [8].

**Definition 1:** A function \( x(\cdot) \) is a solution to (4), in Hô’s sense, if on an interval where \( N_\sigma \) is constant, \( x \) satisfies \( \dot{x} = f(x, t) \) and if \( N_\sigma \) jumps at \( t_1 \), \( x \) behaves in a neighborhood of \( t \) according to the rule

\[ \lim_{t \to t_1^-} x(t) = g\left( \lim_{t \to t_1^-} x(t), t_1 \right) + \lim_{t \to t_1^+} x(t), \]

and \( x(\cdot) \) is taken to be continuous from the left. When this definition is adopted, we can rewrite (4) as

\[ dx(t) = f(x, t) dt + g(x, t) dN_\sigma(t). \]

Based on the properties of PDSDE [8], it can be shown that for \( n \geq 2 \),

\[ dL_n(t) = nL_n(t-1)(dL_n(t) + \sum_{k=2}^{n} \binom{n}{k} L_k(t-1)(dL_k(t)). \]

It follows that the moments of \( L_i(t) \) in the steady state satisfy the following recursive equation:

\[ nE[L_i(t)] - \sum_{k=1}^{n} \binom{n}{k} E[L_{i-k}] \lambda = 0, \] (5)

where

\[ f = (1 - \mathcal{I}_{H(t)}) \mathcal{I}(\zeta(t) = 1) \mathcal{I}_{L_i(t)} \prod_{k=1}^{M-1} \left[ 1 - \mathcal{I}_{L_{-k}(t)} \mathcal{I}(\zeta_k(t) = 1) \right]. \]

**B. Moments of SU Queue Lengths**

We now start to study in more detail the moments of the queue lengths of secondary users based on the above PDSDEs. Recall that secondary users can access the channel only when the buffer of the primary user is empty. With this observation, we first examine the idle period of the primary user. Note that the primary user generates data at rate \( r \) only during an ON-period, and that the buffer is depleted at rate 1 as long as the queue is nonempty. Based on [2] and [16], the distribution of the queue length of a single class fluid queue is closely related to the distribution of the stationary workload of an \( M/G/1 \) queue. Let \( W \) denote the stationary workload of the \( M/G/1 \) queue. It follows that

\[ P_I = 1 - \gamma_h \Pr(W > 0) = 1 - \gamma_h \eta \lambda_H, \] (6)

where \( \gamma_h = r/(r - 1)(1 + \nu_H \lambda_H) \) and \( \eta \) is the mean service time for the \( M/G/1 \) queue.

The expression in (6) gives the idle probability of PU activity with generally distributed ON-periods. To obtain a more concrete characterization of \( P_I \), in the following, we focus on the special case where the ON-periods of \( x(t) \) are exponentially distributed, i.e., \( \{A_n\} \) are exponentially distributed with \( E[A_n] = 1/\mu_H \). The sample path description of the PU traffic then boils down to the following PDSDE:

\[ dx(t) = (1 - x(t)) dN_{H_1}(t) - x(t) dN_{H_2}(t), \]

\[ dH(t) = r x(t) dt - I_{H(t)} dt, \] (7)

where \( N_{H_1}(t) \) and \( N_{H_2}(t) \) are a pair of Poisson counters driving \( x(t) \), with rate \( \lambda_H \) and \( \mu_H \), respectively. Based on the properties of PDSDE [8], it is not difficult to show that in the steady state

\[ P_I = 1 - \frac{r \lambda_H}{\lambda_H + \mu_H}. \] (8)

We then start characterizing the moments of the SU queue lengths. Based on (2), we observe that the \( M \) SU queues interact with each other through channel contention. In other words, besides the impact from PU activities, the service time of one secondary user also depends on other SUs’ activities, and it turns out to be a quantity that follows a general distribution which is difficult to determine.

For ease of exposition, we shall focus on the light traffic regime and approximate the SU activities as if they were “weakly coupled” in the sense that the event that one secondary user is idle (i.e., with no backlogged data) is independent from other secondary users being idle. Similar approximations to “decouple” the interacting queues have been made in [4] and [28], among other works. According to the homogeneity assumption, this idle probability would be the same across all secondary users. Let \( \rho \) be this probability. It is clear that the number of backlogged SUs follows a Binomial distribution with its PMF (probability mass function) given by

\[ P_m = \binom{M}{m} (1 - \rho)^m \rho^{M-m}, \] (9)

where \( \rho \) can be shown to satisfy [28]

\[ \rho = 1 - \rho, \]

with \( \rho = \frac{\mu}{\mu} \) and \( \mu \) being the mean service rate. In the case with a single PU channel, \( \mu \) can be calculated as

\[ \mu = \frac{1}{M} \sum_{m=1}^{M} m \rho(1 - p)^{m-1} P_I P_m \]

\[ = pP_I(1 - p_0)(1 - p + pp_0)^{M-1}. \]

It follows that

\[ p_0 = 1 - \frac{\lambda}{pP_I(1 - p_0)(1 - p + pp_0)^{M-1}}. \] (10)

Now with all related parameters being characterized, we are in a position to calculate the moments of the queue lengths for secondary users. Based on (2) and (5), the first two moments of SU i’s queue length can be derived as

\[ E[L_i] = \frac{\lambda}{-2\lambda + 2\alpha_\nu}, \]

\[ E[L_i^2] = \frac{\lambda(\lambda + 2\alpha_\nu)}{6(\lambda - \alpha_\nu)^2}, \] (11)
where $\alpha_s$ is given by

$$\alpha_s = \sum_{m=1}^{M} p(1-p)^{m-1} P_m P_I.$$  \hspace{1cm} (12)

C. Adaptive Algorithm for Optimal Contention Probability

Based on the analysis above, it is clear that the contention probability, $p$, and the idle probability of one secondary user, $p_o$, are two key parameters to the characterization of the mean queue lengths of SUs, and thus the delay performance. Intuitively speaking, when $p$ is very small (approaching 0), secondary users contend for the channel sporadically, and $p_o$ is small. On the other hand, when $p$ is very large (approaching 1), all SUs with backlogs contend for the channel almost always, leading to a high contention collision among SUs, which makes the queue lengths increase. It is thus indicated that there exists an optimal value of $p$, which minimizes the mean queue lengths.

We note that (10) formulates a fixed point equation for the idle probability $p_o$, and is itself an implicit function of the contention probability $p$, i.e., $p$ is the argument of $p_o$. Therefore, we obtain the optimal value of $p$ by taking derivative with respect to $p$ on both sides of (10) and setting $dp_o/dp = 0$. After some straightforward calculation, we obtain

$$p = \min \left\{ \frac{1}{M(1-p_o)}, 1 \right\}. \hspace{1cm} (13)$$

Intuitively speaking, $M(1-p_o)$ corresponds to the average number of backlogged users who would contend for channel access. Recall that $p_o$ is the probability that one SU’s queue is empty. Accordingly, stochastic approximation algorithms, based on local information only, can be easily developed to find the optimal contention probability. Specifically, let $\Phi_i(t)$ be the indicator random variable denoting the status of the queue of secondary user $i$ at time $t$, i.e., when the queue is empty, $\Phi_i(t) = 1$, and otherwise, $\Phi_i(t) = 0$. Due to homogeneity, we drop the subscript $i$. We note that the adaptation of $p$ is based on the update of $p_o$. It follows that we can devise the following adaptive algorithms to obtain the optimal $p$. First, we use stochastic approximation to update $p_o$ as:

$$p_o(t+1) = \left( 1 - \frac{1}{t+1} \right) p_o(t) + \frac{1}{t+1} \Phi(t+1). \hspace{1cm} (14)$$

Based on this adaptation, we next derive the adaptive algorithm for achieving the optimal $p$ as:

$$p(t+1) = p(t) + \frac{1 - M \Lambda p(t) (1 - \Phi(t+1))}{t + M \Lambda p(t) (1 - \Phi(t+1))} p(t). \hspace{1cm} (15)$$

We now illustrate by numerical examples the above results, where the contention probability is set to be the optimal value given by (13). As shown in Fig. 3, the queue lengths increase with the arrival rate of secondary users, and as the duty cycle of $x(t)$, defined as $\tau \equiv \frac{\lambda_H}{\lambda_H + \mu_H}$, increases, the average queue lengths of secondary users increase, indicating the impact of the PU traffic on SUs’ delay performance.

IV. MULTIPLE SUS MEET MULTIPLE PUS

We next consider the case where there are multiple PU channels, and examine the performance gain therein.

A. Sample Path Description Using Poisson Driven Stochastic Differential Equations

In this case, to keep the system stable, we enforce that

$$\lambda < \min \left\{ \frac{1}{M} \left( N - \sum_{j=1}^{N} \frac{r_j \lambda_{H_j} \nu_{H_j}}{\lambda_{H_j} + \nu_{H_j} + 1} \right), \frac{N}{eM} P_I \right\}, \hspace{1cm} (16)$$

where, again, the second term was obtained along the same line as in the previous section using the idea of ‘dominant system’.

Let $\xi_{il}(t)$ be an indicator random variable denoting that secondary user $i$ chooses channel $l$ at time $t$. As in the single PU channel case, we do continuous approximation when characterizing the dynamics of SU activities. The system dynamics can then be written as: for $j = 1, 2, \cdots, N$,

$$dH_j(t) = r_j x_j(t)dt - \mathcal{I}_{H_j}(t)dt, \hspace{1cm} (17)$$

and for $i = 1, 2, \cdots, M$,

$$dL_i(t) = dN_i(t) - \sum_{i=1}^{N} (1 - \mathcal{I}_{H_i}(t)) \mathcal{I}_{L_i}(t) \xi_{il}(t) = 1) \mathcal{I}_{\xi_i}(t) = 1) \prod_{k=1, k \neq i}^{M-1} [1 - \mathcal{I}_{L_k}(t) \xi_{il}(t) = 1) \mathcal{I}_{\xi_k}(t) = 1)]dt. \hspace{1cm} (18)$$

Again, the coupling across secondary users is observed in (18). We next carry out analysis on the moments of SUs’ queue lengths by focusing on the light traffic regime as before.
B. Moments of SU Queue Lengths

Along the same line as in the single PU channel case, we first characterize the idle period of primary users. Again, we consider the case where the ON-periods of the PU traffic sources, \( \{A_{n,j}\} \), follow an exponential distribution with \( E[A_{n,j}] = 1/\mu_{H_i} \). The sample path description for primary user \( j \) is given by the following PDSDE:

\[
\begin{align*}
\dot{x}_j(t) & = (1 - x_j(t))dN^{(j)}_{H_1}(t) - x_j(t)dN^{(j)}_{H_2}(t), \\
\dot{H}_j(t) & = r_jx_j(t)dt - I_{H_j}(t)dt,
\end{align*}
\]

where \( N^{(j)}_{H_i}(t) \) (with rate \( \lambda_{H_i} \)) and \( N^{(j)}_{H_2}(t) \) (with rate \( \mu_{H_i} \)) are a pair of Poisson counters driving \( x_j(t) \). For better tractability, we consider the case where the PU channels are i.i.d.. It follows that \( P_{I_{j}} = P_{H_i}, \forall \ j \neq l \). Denote by \( P_{I} = P_{I_l} \) for simplicity. It is easy to show that in the steady state, \( P_{I} \) can be calculated as is given in (8).

Next, we turn our attention to study the moments of secondary users’ queue lengths. Applying the PDSDE tools, we obtain for secondary user \( i \),

\[
E[L_i] = \frac{\lambda}{-2\lambda + 2\alpha_M}, \quad E[L_i^2] = \frac{\lambda(\lambda + 2\alpha_M)}{6(\lambda - \alpha_M)^2},
\]

where

\[
\alpha_M = \sum_{i=1}^{N} \sum_{k=0}^{M-1} \binom{m-1}{k} p(1-p)^{k}\left(\frac{1}{N}\right)^{1-(1-p)^k} P_m P_{I_l} \sum_{k=0}^{M-1} P_m P_{I_l}^{m-1} P_{H_i},
\]

with \( P_m \) being given by (9).

In order to characterize the moments of the queue length of secondary users, we first need to find the mean service rate \( \mu \), which, in this case, can be calculated as:

\[
\mu = \frac{1}{M} \sum_{m=1}^{M} mp \sum_{i=1}^{N} \binom{m-1}{k}\left(\frac{1}{N}\right)^{k} (1 - \frac{1}{N})^{m-1-k} (1-p)^k P_{I_l} P_m
\]

\[
= pP_{I_l}(1-p_o)\left(1 - \frac{p}{N} + \frac{pp_o}{N}\right)^{M-1}.
\]

It follows that

\[
p_o = 1 - \frac{\lambda}{pP_{I_l}(1-p_o)\left(1 - \frac{p}{N} + \frac{pp_o}{N}\right)^{M-1}}.
\]

The characterization of \( P_m \) and \( E[L_i] \) then follows.

C. Adaptive Algorithm for Optimal Contention Probability

Similar as in the single PU channel case, taking derivative with respect to \( p \) and setting \( dp_o/dp = 0 \) yields that

\[
p = \min \left\{ \frac{N}{M(1-p_o), 1} \right\}.
\]

It is not difficult to see that \( M(1-p_o)/N \) is the average number of backlogged secondary users per PU channel. Based on (23), similar adaptive algorithms for obtaining optimal \( p \) can be developed as in the single PU channel case.

Meanwhile, we note that \( p = \frac{N}{M(1-p_o)} \) holds when \( N < M(1-p_o) \). In fact, this is the regime of interest when we characterize the gain of using multiple PU channels. The other case with \( p = 1 \) will be discussed in more detail in Section V-C. Here we present numerical examples to illustrate the above analysis. The contention probabilities are set to be their optimal values. As illustrated in Fig. 4, the mean queue lengths of secondary users decrease sharply when multiple PU channels are present, pointing to a multi-channel gain therein. A more straightforward illustration of such a gain was depicted in Fig. 5, where the gain was defined as the ratio \( E[L_i]^{(S)}/E[L_i]^{(M)} \) with the superscripts \( S \) and \( M \) denoting the cases with a single PU channel and multiple PU channels respectively. It is clear from the figure that as the arrival rate of SUs increases, or the duty cycle of PUs increases, the multi-channel gain increases as well. In other words, with a given delay requirement, the capability of the system supporting an increased amount of SU traffic improves when more PU channels are present, and such improvement becomes more evident as the PU activities grow heavier.

V. POWER OF TWO INTERFACES

Intrigued by the celebrated results in [5] and [23], we next explore the impact of using two interfaces (radios) by each secondary user on the delay performance in a cognitive radio network.

A. System Model

We first outline a few new ingredients in the system model. We assume that each secondary user is equipped with two interfaces (this approach can be easily generalized to cases
with more radios), and randomly chooses two channels independently and uniformly at a time. If the chosen PU channels are unoccupied, the secondary user contends for them with probability \( p \). If no collisions occur, it starts transmission on the channels. Clearly, in this case, each secondary user can access up to two channels for transmission at a time, thus decreasing the delay.

For notational convenience, let \( c_1(t) \) and \( c_2(t) \) denote the two channels secondary user \( i \) chooses at time \( t \) (we drop the time index \( t \) in the following as the meaning is clear). The system dynamics, after fluid approximation, can be written as: for \( j = 1, 2, \ldots, N, \)

\[
dH_j(t) = r_j x_j(t) dt - \mathcal{I}_{H_{i,j}} dt,
\]

and for \( i = 1, 2, \ldots, M, \)

\[
dL_i(t) = dN_i(t) - \sum_{c_1, c_2} \mathcal{I}(\xi_{c_1} = 1, \xi_{c_2} = 1) \mathcal{I}(\zeta_i(t) = 1)(D_1 + D_2) dt,
\]

where

\[
D_1 = (1 - \mathcal{I}_{H_{c_1}}(t)) \prod_{k \neq i}^{M-1} [1 - \mathcal{I}_{L_{k,c_1}}(t) \mathcal{I}(\xi_{k,c_1}(t) = 1) \mathcal{I}(\zeta_i(t) = 1)]
\]

and

\[
D_2 = (1 - \mathcal{I}_{H_{c_2}}(t)) \prod_{k \neq i}^{M-1} [1 - \mathcal{I}_{L_{k,c_2}}(t) \mathcal{I}(\xi_{k,c_2}(t) = 1) \mathcal{I}(\zeta_i(t) = 1)]
\]

denote the events that channel \( c_l, l = 1, 2 \), is available.

### B. Moments of SU Queue Lengths

With the setting of i.i.d. PU channels unchanged, the idle probability of primary users, \( P_I \), would be still given by (8) for the case where the ON-periods of \( x_j(t) \)'s are exponentially distributed.

As in the case with a single interface, we obtain that for secondary user \( i \),

\[
E[L_i] = \frac{\lambda}{-2\lambda + 2\alpha_c}, \quad E[L_i^2] = \frac{\lambda(\lambda + 2\alpha_c)}{6(\lambda - \alpha_c)^2},
\]

where

\[
\alpha_c = \sum_{c_1, c_2} \sum_{m=1}^M \frac{1}{2} p \left( 2Z_2 + Z_1 \right) P_m,
\]

with \( Z_1 \) and \( Z_2 \) being the conditional probabilities that one out of the two chosen channels is available, and both of them are available, given that the total number of backlogged secondary users is \( m \), respectively. To get a more concrete characterization of \( \alpha_c \), we denote by \( A_1 \) and \( A_2 \) the events that channel \( c_l, l = 1, 2 \), is unoccupied by primary users and un-contended by other secondary users, given that the total number of backlogged SUs equals \( m \). It is clear that \( \{ A_i \} \) are independent from \( \{ B_j \} \). It follows that

\[
Z_2 = \Pr(A_1, A_2, B_1, B_2) = P^2 \Pr(B_1, B_2),
\]

\[
Z_1 = \Pr(A_1, A_2, B_1, B_2) + \Pr(A_1, A_2, B_1) + \Pr(A_1, A_2, B_2) + \Pr(A_1, A_2, B_1) + \Pr(A_1, A_2, B_2) = 2P \Pr(B_1) - 2P^2 \Pr(B_1, B_2),
\]

where \( \Pr(B_1) \) and \( \Pr(B_1, B_2) \) can be derived as

\[
\Pr(B_1) = \sum_{k=0}^{m-1} \binom{m-1}{k} \left( \frac{N-1-k}{2} \right)^k \left( \frac{1}{2} \right)^{(m-1)-k} (1-p)^k,
\]

and

\[
\Pr(B_1, B_2) = \sum_{k=0}^{m-1} \binom{m-1}{k} \left( \frac{N-2-k}{2} \right)^k \left( \frac{1}{2} \right)^{(m-1)-k} (1-p)^k.
\]

After some algebra, we obtain that

\[
\alpha_c = \sum_{m=1}^M 2Pp \left( 1 - \frac{2p}{N} \right)^{m-1} P_m.
\]

Again, we have that \( p_0 = 1 - \frac{\lambda}{\mu} \) where the mean service rate can be calculated as

\[
\mu = \frac{1}{M} \sum_{m=1}^M 2mpP_1 \sum_{k=0}^{m-1} \binom{m-1}{k} \left( \frac{N-1}{2} \right)^k = 2Pp_1 \left( 1 - \frac{2p}{N} + \frac{2pp_0}{N} \right)^{M-1}.
\]

Therefore, the idle probability of one secondary user is given by

\[
p_0 = 1 - \frac{\lambda}{2pP_1 \left( 1 - \frac{2p}{N} + \frac{2pp_0}{N} \right)^{M-1}}.
\]

We note that the calculation of \( \mu \) here provides an upper bound on the per user throughput for secondary users, since we have neglected the situation where the SUs have only one packet in the queue and can therefore transmit on only one of.
the two channels even if both of them are available. However, such cases would be of little interest and are not considered here.

C. Adaptive Algorithm for Optimal Contention Probability

Following similar steps as in the previous cases, we obtain the optimal contention probability to be

\[ p = \min \left\{ \frac{N}{2M(1-p_o)}, 1 \right\}, \]  

(29)

from where we note that \( \frac{M(1-p_o)}{N^2} \) is intuitively the average number of backlogged secondary users per PU channel. Adaptive algorithms similar to that described by (14) and (15) can be devised to find the optimal \( p \).

Different from the multi-channel gain, the power of two choices is typically analyzed in the regime where \( N \gg M \). With this insight, we next focus on the case where \( N \geq 2M \) and characterize the gain of using two interfaces per SU. It is clear that when \( N \geq 2M \), the optimal contention probability is given by \( p = 1 \). It follows that \( \alpha_M \) and \( \alpha_c \) can be rewritten as

\[ \alpha_M = \sum_{m=1}^{M} P_m \left(1 - \frac{1}{N}\right)^{m-1} P_m, \]  

(30)

and

\[ \alpha_c = \sum_{\{c_1,c_2\}} \sum_{m=1}^{M} \frac{1}{2} \left(2\Pr(A_1,A_2,C_1,C_2) + \Pr(A_1,A_2\bar{C}_1,\bar{C}_2) + \Pr(A_1\bar{A}_2C_1) + \Pr(\bar{A}_1,A_2,C_2)\right) P_m \]  

\[ = \sum_{m=1}^{M} 2P_m \left(1 - \frac{2}{N}\right)^{m-1} P_m, \]  

(31)

where \( C_l \) stands for the event that channel \( c_l, l = 1, 2 \), is not chosen by any other SUs, given that the total number of backlogged secondary users is \( m \).

Also, the mean service rate (denoted as \( \mu_d, d = 1, 2 \)) and the idle probability (denoted as \( p_{o,d}, d = 1, 2 \)) of secondary users can be recalculated as follows: for the case with a single interface,

\[ \mu_1 = \frac{1}{M} \sum_{m=1}^{M} mP_m \left(1 - \frac{1}{N}\right)^{m-1} P_m \]  

\[ = P_l(1 - p_{o,1}) \left(1 - \frac{1}{N} + \frac{p_{o,1}}{N}\right)^{M-1}, \]  

(32)

\[ p_{o,1} = 1 - \frac{\lambda}{P_l(1 - p_{o,1}) \left(1 - \frac{1}{N} + \frac{p_{o,1}}{N}\right)^{M-1}}, \]

and for the case with two interfaces,

\[ \mu_2 = \frac{2}{M} \sum_{m=1}^{M} mP_m \left(1 - \frac{2}{N}\right)^{m-1} P_m \]  

\[ = 2P_l(1 - p_{o,2}) \left(1 - \frac{2}{N} + \frac{2p_{o,2}}{N}\right)^{M-1}, \]  

\[ p_{o,2} = 1 - \frac{\lambda}{2P_l(1 - p_{o,2}) \left(1 - \frac{2}{N} + \frac{2p_{o,2}}{N}\right)^{M-1}}. \]  

(33)

By solving the fixed-point equations for \( p_{o,d}, d = 1, 2 \), as given above, the mean queue lengths of SUs for the two cases can be readily derived.

We next characterize the gain of using two interfaces under this regime. It is worth noting here that the stability conditions should be modified to \( \lambda < P_l \) (for the case with a single interface) and \( \lambda < 2P_l \) (for the case with two interfaces) respectively. Let \( \psi = \frac{E[L_i]^{(M)}}{E[L_i]^{(C)}} \), where \( E[L_i]^{(M)} \) and \( E[L_i]^{(C)} \) denote the mean queue lengths of SUs for the cases with a single interface and two interfaces respectively. When \( M \) is fixed and \( N \to \infty \), we have that

\[ \lim_{N \to \infty} \psi = \lim_{N \to \infty} \frac{\alpha_c - \lambda}{\alpha_M - \lambda} \]  

\[ = \lim_{N \to \infty} \frac{2P_l(1 - p_{o,2}) - \lambda}{P_l(1 - p_{o,1}) - \lambda} \]  

\[ = \frac{2(1 - \sqrt{\rho/2})^M - \rho}{1 - (1 - \sqrt{\rho})^M - \rho}, \]  

(34)

where \( \rho = \lambda/P_l \) is the traffic intensity.

![Fig. 6. Gain of using two interfaces](image)
VI. CONCLUSIONS AND DISCUSSIONS

In this paper, we have carried out delay analysis for a cognitive radio network. We took a stochastic fluid queue approach and modeled the system using Poisson driven stochastic differential equations. We characterized the moments of the queue lengths of secondary users, for cases with a single PU channel and multiple PU channels. The impact of the PU traffic on SUs’ queue lengths and the gain of using multiple PU channels were examined. Also, we explored the gain of using two interfaces per secondary user. Adaptive algorithms, using local information only, have been developed to find the optimal contention probabilities that achieve the minimum mean queue lengths and thus the minimum queue delays of secondary users.

Our analysis and numerical examples revealed that the mean queue lengths of secondary users increase as the duty cycle of the primary users’ traffic increases, pointing to the impact of PU activity on the delay performance of secondary users. Also, when multiple PU channels were employed, we observed a decrease in the mean queue lengths, indicating a multi-channel gain. Moreover, if each secondary user is equipped with two interfaces, there is a decrease in the mean queue lengths because of the gain of using two choices.

Besides the models we studied in this paper, it is of great interest to characterize the delay performance for cases where SUs contend for the PU channels using queue-based random access, e.g., SU i’s contention probability is set to be

\[ p_i(t) = \min \{ \epsilon L_i(t), 1 \}, \]  

(35)

where \( \epsilon \in (0,1) \) is a constant. Clearly, the contention probability is time-varying and correlated across users. The dependency on the queue lengths of the contention probabilities introduces a strong coupling across SUs’, making it challenging to analyze SUs’ queueing lengths and thus the delay performance. Moreover, admission control is another issue under-explored.

In our ongoing work, we are also investigating a strategy where each secondary user tries to exploit temporal diversity when accessing the PU channels. In this case, similar techniques using Poisson-driven stochastic differential equations can be applied to characterize the mean queue lengths of SUs. Moreover, it would be of interest to exploit the temporal diversity and the spatial diversity simultaneously.
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